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Abstract—TTS provide an overview of existing text to speech techniques by highlighting there recent works, models, challenges and ad-
vanced techniques. The quality of text to speech synthesis is like natural sounding. Hence today’s interest is in high quality speech for appli-
cations. There are the many challenges are discussed in this paper. It has focus on text to speech synthesis models. Such as comman form 
model, signal to signal model, pipeline model and grapheme and phoneme form model, segmentation model.Also provide the overview of 
speech synthesis methods, is broadly categories into three types. Formant based, Concatenative based and Articulatory based, HMM based 
synthesis. Formant synthesis has three different techniques cascade, parallel, klatt formant synthesizer. Concatenative speech synthesis 
broadly categorize into three types diaphones Based, domain based and unit selection based synthesis, articulatory synthesis have  Vocal 
Tract Models, Acoustic Models, Glottis Models , Noise Source Models. 
Index Terms— TTS, TTS models, speech synthesis, TTS methods, HMM (Hidden Markov model). 

——————————      —————————— 

1 INTRODUCTION                                                                   
The text to speech synthesis is Synthesizing speech from the 
text (TTS) [1].TTS systems has based on the complex pipeline. 
TTS is the one of the major application of NLP. The conversa-

tion of text to speech involved three important stages text 
analysis, text processing and waveform generation i.e. for-
mation of speech. TTS is an application that convert written 
text into speech, user enter a text and gets output as a sound. 
In this survey Speech Synthesis is becoming one of the most 
important steps towards improving the human interface to the 
computer. The objective of text to speech is convert arbitrary 
text into spoken waveform. The quality of speech synthesizer 
is based on two factors naturalness and intelligibility [2]. Intel-
ligibility means it describes the clarity of audio, naturalness 
that describes the information which is not directly captured 
by intelligibility. Nowadays TTS system useful in many appli-
cation there are many traditional speech synthesis approaches. 
This paper explains detail information about formant synthe-
sis and its classification. 

 
 1.1 Text-To-Speech synthesis: 
The main motto of TTS is to convert arbitrary text into wave-
form. Speech generation is generation of an acoustic wave 
form corresponding text and each of these units in the se-
quence. This involved text analysis, text normalization, text 
processing, grapheme-to phoneme conversion and speech syn-
thesis [1]. Text analysis which analyse the input text such as 
dividing the text into words and sentences. Text normalization 
is the transformation of text into the pronounceable form, It is 
the front end of TTS that assign phonetic transcription to each 
and every word [3]-[4]. The process of assigning phonetic 
transcription to word is called grapheme to phoneme conver-
sion. The phonetic analysis also known as word analysis fo-
cuses on phone within the word [5].finally symbolic linguistic 
representation produce sound. Fig1 shows the flow diagram 
of TTS. 
 
 
 

                                                                     
Fig 1.1 Block diagram of speech synthesis 
 
1.2Goals and the challenges of text to speech synthe-
sis                                        
Speech synthesis has developed for over the various systems, 
it has been integrated into several applications. Developing 
speech synthesis is a complicated process. There are many 
goals in TTS, the main goal of TTS is providing the high quali-
ty speech to users. 
1) The development of computer based multi voice TTS sys-
tem. 
2) Developing of TTS system requires the knowledge about 
the language and produce human like speech. 
3) The goals in building a computer system capable of speak-
ing are to first build a system that clearly gets across the mes-
sage. 
4) The system is able to take any written input, if we build an 

English text-to-speech system, it should be capable of reading 

any English sentence given to it. 

5) TTS system has made a good testing ground for many 
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models and theories. 

This paper is organised as follows: This section gives introduc-
tion about TTS, how text is converted into speech, what are the 
factors which important to the speech synthesis. Section II il-
lustrates the work that researcher carried in speech synthesis 
Section III illustrates the model of TTS, and in Section IV gives 
methods of TTS. 

2. RELATED WORK 

There were lot of research done in text to speech synthesis. 
Previous work uses neural network as substitutes for TTS 
components. Paul Taylor explains the text to speech concepts 
how text is converted into speech [1].Different methods of 
speech synthesis used in development of speech synthesis 
[10]. The first device to be considered as speech synthesizer 
was vocoder.Vocoder is key component of modern speech 
synthesis applications. It provides a parameterization of the 
speech waveform that is willing to statistical modelling 
[6].After demonstrating vocoder scientific world is more inter-
ested in speech synthesis.  
A¨aron van den Oord [7] Wavenet paper on deep neural net-
work. It is audio generative model based on PixelCNN. In 
wavenet, the audio data operates directly at waveform level. It 
develop new architecture based on dilated casual convolu-
tions.Wavenet provide many application. Measuring the 
wavenet’s audio modelling performance it evaluate on three 
different tasks. TTS, multi speaker speech generation, music 
audio modelling. 
Recently lot of the work done in speech synthesis, wavenet [7], 
Char2wav [9].Char2wav extends sample RNN with attention 
based model which generates waveform samples. It produce 
speech directly from text. 
Statistical parametric speech synthesis [2] it extracts paramet-
ric representation of speech. One of the instance of these tech-
nique called HMM based speech synthesis. HMM based 
speech synthesis is open source tool which provides a devel-
opment platform for statistical parametric speech synthesis 
[11]. 
 
3. TTS SYSTEM MODELS 

For our understanding how the text to speech conversion by 
computer carried out, we define common form model and 
several other models. 
The Common Form model: In the common form model, there 
are two components, a text analysis system which decodes the 
text signal and uncovers the form, and a speech synthesis sys-
tem which encodes this form as speech. The first system is one 
of resolving ambiguity from a noisy signal so as to find a 
clean, unambiguous message; the second system is one where 
we take this message and encode it as a different, noisy, am-
biguous and redundant signal. In the basic common form 
model, we always read the words as they are encoded in the 
text; every word is read in the same order we encounter it. 
The key features of the model are 

• The two fundamental processes text analysis and 
speech synthesis 

• The task of analysis is find the form that is words 
from the text. 

• The task of synthesis is to generate the signal from 
this form. 

 
• Signal to signal model: In this model the process of 

converting written signal to spoken signal. Here we 
directly convert text to speech. In such models, the 
process is not seen as one of uncovering a linguistic 
message from a written signal, and then synthesising 
from this, but as a process where we try and directly 
convert the text into speech. In particular, the system 
is not divided into explicit analysis and synthesis 
stages [1]. 

•  Pipelined models: signal to signal model implement-
ed as a pipeline model, the process is like the passing 
representation from one module to another. These 
type of systems are highly modular. Such that each 
module’s job is defined as reading one type of infor-
mation and producing another. Each module perform 
specific task   such as speech tagging or pause inser-
tion and so on. Modules are not explicitly linked 
that’s why different theories and techniques are co-
exist. 

• Grapheme and phoneme form model:  This process is 
similar to comman form model in that first a graph-
eme form of the text input is found, and it is convert-
ed to a phoneme form for synthesis [1]. In this model 
grapheme form of the text input is -converted into 
phoneme form of speech synthesis [4] that is exact 
pronunciation of each word of the input sentences. 
Words are not central to the representation as is the 
case in the common form model. This approach is 
particularly attractive in languages where the graph-
eme-phoneme correspondence is relatively direct; in 
such languages finding the graphemes often means 
the phonemes and hence pronunciation can accurate-
ly be found. For other languages such as English, this 
is more difficult, and for languages such as Chinese 
this approach is probably impossible [12]. If it can be 
performed, a significant advantage of the graph-
eme/phoneme form model is that, an exhaustive 
knowledge of the words in a language is not neces-
sary; little or no use is needed for a lexicon. 
 

 4. TEXT TO SPEECH SYNTHESIS METHODS 
The most differences usually are how the speech signal is gen-
erated from text. Among all the methods the easiest for under-
standing is concatenative speech synthesis. The audio signal is 
formed by concatenating pre-recorded speech samples. An-
other method that more closely related to articulatory speech 
synthesis is formant synthesis. There are several methods for 
synthesizing the speech. In this survey we explain three main 
speech synthesis method. Formant synthesis, articulatory 
speech synthesis, concatenative speech synthesis, HMM based 
speech synthesis. 
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1] Formant Synthesis 
 
Formant synthesis was the first genuine synthesis technique 
and it was the dominant technique until the early 
1980s.formant synthesis also called by synthesis by rule it 
produce quality speech which sounds the unnatural. Formant 
synthesis adopt model based, acoustic phonetic approach to 
the synthesis problem. The filter in a formant synthesizer is 
typically implemented using cascade or parallel second-order 
filter sections, one per formant [13]. Virtually in all formant 
synthesisers, the oral and nasal cavities are modelled as per 
parallel systems [13]. Most modern rule-based text-to-speech 
systems descended from software based on this type of syn-
thesis model [14]-[16].  

A formant synthesizer is a source-filter model in 
which the source models the glottal pulse train and the filter 
models the formant resonances of the vocal tract. Formant 
synthesizer is not an accurate model for vocal tract. Formant 
synthesis it is the combination of physical and spectral model-
ling approaches. In the Physical model there is an explicit di-
vision between glottal-flow wave generation and the reso-
nance filter .It is a spectral modelling method in that parame-
ters are estimated by matching short time audio spectra of the 
desired sounds [12].  In this approach, at least three formants 
are generally required to produce intelligible speech and to 
produce high quality speech up to five formants are used 
[13].The basic cascade format synthesis 

(i) A Cascade Formant Synthesizer 
(ii) A Parallel Formant Synthesizer 
(iii) Klatt Formant Synthesizer 

A cascade formant synthesizer Fig4.1 consist of band pass res-
onaters connected in series and the output of each formant 
synthesizer is applied to the input of the next one [10].A cas-
cade formant synthesizer is good  for non-nasal  voice sounds  
rather than parallel formant synthesizer because it needs less 
control information 

 
 

Fig 4.1 Basic structure of cascade formant synthesizer 
 
 
In a parallel cascade synthesizer consist of resonaters that are 
connected in parallel sometimes extra resonaters are used for 
nasal. The parallel structure enables controlling of bandwidth 
and gain for each formant individually, and also need more 
control information. The excitation signal is applied to all for-
mants, and output are summed. Adjacent output of formant 
synthesizer must be summed in opposite phase to avoid un-
wanted zeros.Parallel structure is better for nasal and stop 

consonants. But some vowels can’t be model with parallel 
formant synthesizer it is well with the cascade formant syn-
thesizer. 
 

 
 
Fig. 4.2. Basic structure of a parallel formant synthesizer 
 
Klatt formant synthesizer introduced by Dennis klatt. The 
qulity of klatt format synthesizer was very good for future 
views. The model has been incorporated into many TTS sys-
tems. Such as MLTALK, DECtalk, and Klattalk [24].Klatt for-
mant synthesis is a synthesis technique, where set of parame-
ters generated from text from which the wavform is builded 
from a cascade of modules to give the resultant signal. 
 
2] Articulatory speech synthesis 

The most obvious way to synthesise speech is to try direct 
simulation of human speech production. This approach is 
called as an articulatory speech synthesis. The machine was 
mechanical device with tubes. The device is of course mimick-
ing vocal tract using sources and filters.  Articulatory synthe-
sis is the production of speech sounds using the model of vo-
cal tract [20].Which directly simulates the movement of speech 
articulators [21]. Two difficulties that arise in articulatory syn-
thesis is how to generate the control parameters form the spec-
ification and how to find the right balance between highly 
accurate model that closely follows human physiology[22].It 
produce complete synthetic output based on mathematical 
models of the structure.  
i) Module for generation of vocal tract movements (control 
model). (ii) A module for converting this movement infor-
mation into a continuous succession of vocal tract geometries 
(vocal tract model), and (iii) a module for the generation of 
acoustic signals on the basis of this articulatory information 
(acoustic model) [16]. 
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(i) Vocal Tract Models: 
(ii) Acoustic Models 
(iii) Glottis Models 
(iv) Noise Source Models 

3] Concatenative Speech synthesis 
Concatenative synthesis produces artificial speech by concate-
nating the pre-recorded units of speech such as phonemes, di-
phones, syllables, words or sentences [25][26].The size of 
speech unit stored affects the quality of the synthesized speech 
if large sentences are stored the speech synthesized will sound 
natural. Concatenative speech synthesis generate high quality 
synthesized speech [27]. Here we focus on two aspect of Con-
catenative speech synthesis, a search unit and speech data-
base. In concatenative speech synthesis it takes small units of 
speech that is acoustically parameterised data and concatenate 
sequences of these small units together to produce waveform. 
Major factor influencing the quality of synthesized speech 
such as fundamental frequency, amplitude, speaking rate and 
the availability of speech units having appropriate prosody in 
the database [28].concatenative speech synthesis can done by 
three different methods. 
 

(i) Diaphone based synthesis 
(ii) Domain based synthesis and 
(iii) Unit selection based synthesis 

 
4] HMM-Based Synthesis 
Hidden Markov models (HMMs) is a statistical machine learn-
ing speech synthesis to simulate real life stochastic processes 
[31]. The Hidden markov model (HMM) [31] [32] is a doubly 
stochastic process that produces a sequence of operations. In 
the HMM based speech synthesis the speech parameters of 
speech unit such as spectrum, fundamental frequency, and 
phoneme duration are statistically model and generated by 
using HMMs based on maximum likelihood criterion [33]. The 
major limitation of HMM is that they do not provide adequate 
representation of the temporal structure of speech. Hidden 
markov model is a collection of states connected by transition. 
In the synthesis part, a sentence HMM corresponding to an 
arbitrarily given text to be synthesized is constructed by con-
catenating context dependent HMMs, speech parameter vector 
sequences are generated from the HMMs. It can synthesize 
speech with various voice characteristics by transforming its 
model parameter such as speaker adaptation [34], [35], speak-
er interpolation [36], or eigenvoice technique [37], in the 
HMM-based speech synthesis system state durations are ex-
plicitly modelled by state duration models [38][39][40]. Then 
sequences of speech parameter vectors are generated from the 
given HMM using the speech parameter generation algorithm 
[41]. 
 
 
Conclusion 

In this paper we discussed topics relevant to the development 
of the tts system. In this we have presented survey of several 

TTS techniques and challenges of TTS. Text to speech conver-
sation is effective and efficient to users it produce high quality 
speech to the users. The desired speech is produced by using 
these methods, formant synthesis, articulatory and concatena-
tive synthesis. The most commonly used techniques in present 
systems are concatenative synthesis and formant synthesis. 
The concatenative speech synthesis provide natural speech 
production. The overview of a concatenative speech synthesis 
system based on unit selection technique. The quality of the 
synthesized speech is affected by the unit length in the data-
base 

The naturalness of the synthesized speech increases 
with longer units. However, more memory is needed and the 
number of units stored in the database becomes very numer-
ous. With formant synthesis it is more flexible and allows 
good control of fundamental frequency. .The synthesized 
speech is produced using an additive synthesis and an acous-
tic model. The technique produces highly intelligible synthe-
sized speech. The third basic method is articulatory synthesis 
models the natural speech production process of human. Ar-
ticulatory methods are usually complex. 
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